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As is well known, the security of the RSA crypto-
system [3] and the difficulty of factoring are closely
related. To help track progress in factoring technol-
ogy and to promote interest in factoring as a re-
search problem, RSA Data Security sponsors the
RSA Factoring Challenge with financial prizes being
awarded to successful factorers.

On February 2, 1999, the factorization of RSA-
140 was completed using the general number field
sieve factoring algorithm (GNFS). RSA-140 is a
140-digit number of the form used for RSA moduli
and it was the smallest unfactored RSA-number in
the factoring challenge. Its factorization is the larg-
est factorization ever reported using a general pur-

GNFS [1] is the fastest general purpose factoriza-
tion algorithm known. However prior to this fac-
torization, there were reasons to question its practi-
cality for factoring numbers substantially larger than
130-digits. In particular, the algorithm consists of
three parts: (1) a gathering of data stage, (2) a solu-
tion of a matrix to find dependencies among the
data, and (3) the use of the dependencies to factor
the number. The third stage can be accomplished
efficiently on a single workstation, and the first stage
can be efficiently carried out in parallel on a net-
work of loosely coupled workstations. However, ex-
isting techniques to solve the second stage seem to
work well only when done on a single machine and,
at least in theory, this stage requires a lot of compu-
tation. Moreover, the memory requirements to solve
such a matrix are huge. Therefore, this stage could
potentially become the bottleneck for factoring
larger numbers.

When RSA-130 was factored, the matrix had ap-
proximately 3.5 million rows and columns. This was
much larger than any previous matrices seen in fac-
toring algorithms. Based on this, the expected size
of the matrix for a 140-digit number was about seven
million rows and columns. However, the matrix for
RSA-140 was significantly smaller: it had only a
little more than 4.5 million rows and columns. The
reason for the smaller than expected size is an im-
provement of the “polynomial selection” techniques
of GNFS, which also had the impact of reducing
the expected amount of time for the data gathering
stage. This improvement gives new hope in factor-
ing a 512-bit (155-digit) number in the near future,
which is important since at one time (long before
the discovery of GNFS), a 512-bit RSA modulus
was considered to be secure.
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pose factoring algorithm. Such algorithms are the
most important for attacking cryptosystems based
on the difficulty of factoring. The previous record
was a 130-digit number known as RSA-130 which
was also factored by GNFS.
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Today, RSA Data Security recommends
using a 768-bit RSA modulus for per-
sonal use, 1024-bits for corporate use,
and 2048-bits for protecting extremely
valuable data. The chart below dem-
onstrates the difficulty of factoring such
moduli in comparison to the factoriza-
tion of RSA-140. RSA-140 was pessi-
mistically estimated to take 2000
MIPS-years to factor (in other words, a
computer that does one million instruc-
tions per second would take about 2000
years to factor the number), and required about 800
megabytes of central memory to solve the matrix.
The values in the chart are approximations which
were obtained by using the heuristic running time
formula for GNFS (ignoring the o(1) term). The sec-
ond columns tells how much more time the data
gathering and matrix stages are expected to take, and
the third column tells how much more memory the
matrix should require. It is worth noting that the
time and memory to solve the matrix can be reduced
at the cost of spending more time on the data gath-
ering stage.
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number month MIPS-years algorithm

RSA-100 April 1991 7 quadratic sieve

RSA-110 April 1992 75 quadratic sieve

RSA-120 June 1993 830 quadratic sieve

RSA-129 April 1994 5000 quadratic sieve

RSA-130 April 1996 1000† generalized number field sieve

RSA-140 February 1999 2000 generalized number field sieve

number of number of times
modulus times harder more memory

size to factor than required than
(bits) RSA-140 RSA-140

512 6.5 2.5

768 40000 200

1024 49000000 7000

to factor numbers of the sizes recommended by RSA
Data Security. There would have to be major
assymptotic improvements to the algorithm, or the
discovery of an entirely new way of factoring for such
moduli to be considered insecure.

The reader interested in more information about pos-
sible factoring trends is referred to Andrew Odlyzko’s
article The Future of Integer Factorization [2]. More
information on the RSA Factoring Challenge can
be obtained by sending e-mail to challenge-
info@rsa.com.
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† The original report sent to the RSA Factoring Challenge administrator cited 500 MIPS-
years of computation. However, other postings by the factorers of RSA-130 suggest
that 1000 MIPS-years more accurately reflects the work effort expended. Both GNFS
factorizations could have been done faster had more memory been available.

We conclude that it is likely that we will see a 512-
bit factorization within the next couple years. How-
ever, GNFS in its present form is not good enough


